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CHAPTER T
INTRODUCTION

Information, both internal and external, provides
!the basis for management decisions in planning, directing,
and controlling the functions of a business. In today's
dynamic and complex business world, management has an in-
creasing need for effective management information systems
to improve their decision-making capability.

In an article entitled "Management in the 1980's,"
Harold Leavitt and Thomas Whisler speculate on the effect
of what they call "information technology" on management.
To quote:

Over the last decade a new technology has begun
to take hold in American business, one so new that
its significance is still difficult to evaluate.
While many aspects of this technology are uncertain,
1t seems clear that it will move into the managerial
scene rapidly, with definite and far-reaching impact
on managerial organization. . . .

The new technology does not yet have a single
established name. We shall call it information
technology. It 1s composed of several related parts.
One includes techniques for processing large amounts
of information rapidly, and it 1s epitomized by the
high-speed computer. A second part centers around
the application of statistical and mathematical
methods to decision-making problems; it is represent-
ed by techniques like mathematical programming, and
by methodologies like operations research. A third
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| part is in the offing, though its applications have I
1 not yet emerged very clearly; it consists of the j
' simulation of higher-order thinking through computer |
! programs. ‘
: i
_ They conclude that management today is entering in- .
; i

:to a new and third industrial technology of the twentieth 1

century. The first technology, scientific management, was %

'instrumental in shaping to a great extent the design of in—f

dustrial organizations. The second influential technology, |
participative management, came about after World War I1I,

overtaking and displacing sclentific management to a great

lextent. These two technologies have both survived for the
reason that scilentific management concentrated on the hour-
.1y worker, while participative management is generally aim-
‘ed one level higher, at middle managers. Now, the new

Anformation technology has direct implications for middle

management as well as top management. .

A management information system is necessariiy tai-
lored to the specific requirements of the individual firm.
‘Such an endeavor requires the application of information
‘technology and systems methodology. The theory of systems
_planning or systems engineering has developed, in the last

two decades, in recognition of the importance of the inter- -

action between the components of a system. In systems

lHarold Leavitt and Thomas Whisler, "Management In
The 1980's," Harvard Business Review, XXXVI, No. 5
(November-December, 1958), pp. 41-42,




| 5
’theory as applied to business systems, the firm cannot be ;
:studled merely as a collection of independent functional i/
lactivities, but as a system of interconnected and related
5subsystems. The over-all performance of the business sys-
;tem }S related to the degree of integration and control

lachieved between Subsystems.e

!
|
E
, |
| The ultimate goal of a management information sys-
'tem is to provide all levels of management with adequate |
?information for planning and decision-making needs. The
information requirements for any one level of management
;are determined both by the organizational structure and the L
over-all goals of the firm.

A successful'management information system is de-

pendent upon careful analyzing, designing, and planning

under the leadership of top management.

i Statement of the Problem
|

| In the past, management has largely failed to ex-
bloit the capabilities of modern data processing equipment
:and the technology of operations research and systems plan-
lning. It has been the experience of many companies that
Ethe pdtential of data processing equipment, especially the

icomputer, has consistently surpassed their ability to use
I |

23tanford L. Optner, Systems Analysis for Business
Management (Englewood Cliffs, N. J.: Prentice-Hall, Inc.,
1960), pp. 12-13. |
l

L . e
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it. The potential of quantitative techniques from opera-

tions research and systems planning has been realized only
in limited cases, due largely to the lack of communication P
‘between the technician and management. ‘]
Historically, management has considered the use of |

'data processing systems only for cost displacement, the re-

placement of clerks to save money. A very common goal of

such an "application" is the implementation of a mechaniza-

Tion program within a functional area with minimum invest-
Ement of time, effort, and money. The potential benefits of

|

i

a management information system would never be realized if

icost—reduction were to remain the dominant criteria for theﬁ
use of data processing systems. Measures of performance

 of an iInformation system that assists management in the

}control of a business as 1t operates in a dynamic environ-
ment are intangible and not directly related to cost. The i
éimportant measure is the effect of the information system !
gon the over-all operation of the business. Management must}
rely on the techniques of the systems designer to provide Q/

i

;a basis for analysis and evaluation of performance.
! This study 1s designed to provide information ‘
iabout the basic characteristics of a management information;
system and to present a technique for the analysis of such l

i
a system. One of the basic tools of operations research

and systems engineering is simulation which has already $




found numerous business applications.3

Simulation of a management information system and
its related operating system promises to provide a method
for the analysis and evaluation of many of the "intangible"
aspects of the information system in terms of its contri-

bution to the dynamic control of the business.

iLimitations of the Study

This study 1s limited to the consideration of man-
agement information systems typically found in the manu-
facturing industry. The model used to illustrate the
simulation technique is limited to a simple, hypothetical
manufacturing firm. The detailed analysis required by
modeling and the computer time required to simulate the
model made it infeasible to attempt a broader scope of

Istudy in the available time.

Importance of the Problem

The increasing complexity of modern business de-
mands the development of better techniques for managerial
decision-making. There is a pressing need to shift the
emphasis in data processing from volume record keeping to

the development of management information for planning and

3Elwood S. Buffa, Models for Production and Opera-
tions Management éNew York: John Wiley & sSons, lInc.,
1963), pp. 505-500,




control.

Management information necessary tc evaluate alter-
native paths of action can be very costly. In fact, man-
agement information systems can be a major portion of a
company's operating cost. It 1s estimated that in Amer-
ican industry today, the gathering, storing, manipulating,
and organizing of information for management costs as much
or more than does direct factory labor’.LL

The effectiveness of management decision-making is
dependent upon the quality and timeliness of information.

Therefore, the performance of the information system is of

importance to the economic health of a business.

Methodology

The methods for obtaining the information utilized
in the preparation of this thesis were two: (1) a search
through the available literature; and (2) the design and
simulation of a manufacturing information model.

The review of the literature disclosed that there
are few books written specifically on the subject of man-
agement information systems. The notable exception is the
work of James D. Gallagher with the American Management

Association which analyzes the organizational problems in

UMarshall K. Evans and Lou H. Hague, "Master Plan
for Information Systems," Harvard Business Review, XL, No.
1 (January-February, 1962), p. 02.




r_ I e o : _7_l

‘installing an electronic management information system.5
I
'The American Management Association has made additional comns
|
tributions to the subject in the form of special reports '

land bulletins. Periodicals, particularly the technical E

journals such as Management Sclence and Operations Research,

1

|were excellent sources of information on techniques of

simulation and decision-making.

The manufacturing information model developed in
this study was based in part on the model described by Boydl
and Krésnow.6 The pafameters and decision rules used in ;

the model were arbitrarily conceived as to achieve a "rea- |

' sonable” operating situation that would demonstrate the use
iOf simulation in the analysis of an information system.
.Simulation of the model was accomplished by the use of the

(IBM General Purpose Systems Simulator which was chosen as

1

'a matter of convenience over any other possible simulator.
i

The description of the model in simulator language 1is shown;
i |

'y

+in Appendix a7

DSee James D. Gallagher, Management Information
Systems and the Computer (New York: American Management
Association, Inc., 1961).

op. F. Boyd and H. S. Krasnow, "Economic Evaluation:
of Management Information Systems," IBM Systems Journal, II
(March, 1963), pp. 2-23. !

7For a detailed description of the simulator lan-
guage, see International Business Machines Corporation,
General Purpose Systems Simulator, a reference manual

(1963).
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! The actual simulation runs were made on a IBM 7044
‘Computer and required approximately twenty to thirty min-
utes of machine time to complete each run. Output from the

i
|
|
|
lsimulator has not been included as part of the thesis due
|
!to volume and lack of readability.

|

Definition of Terms
Due to the broad usage of words and terms found in
the literature, it is necessary to provide some definitions

for clarity and understanding.

Data

! Howard Levin defines data as facts or statistics

8

iwhich are unrelated and uninterpreted. In an information

;system, data are the source documents entering the system

ithat have not yet been processed or interpreted by the data

jprocessing system for management reporting.

f

‘Data Processing

i

!

The term "Data Processing'" is used to denote the
isystem of equipment, including the computer and all of its
iassociated peripheral equipment, and people required to
!process data for management reporting. Data processing is

an integral part of the management information system.

SHoward S. Levin, Office Work and Automation (New
York: John Wiley & Sons, Inc., 1950), p. 122,

i
l
|
|
i
!
I

|
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'Decision-making i

| Management decision-making is commonly accepted as [

!
|the process of selecting between alternate paths of action.

:
lIts importance in the information system depends on the i
Jcharacteristic of belng programmable; a decision may be i
iprogrammable or nonprogrammable. In reality, the decision

|
I
qprocess is a spectrum from one extreme to the other. Deci—|
|

sions are programmed to the extent that they are repetitive|

| | ‘
tand routine, to the extent that a definite procedure has

1

been worked out for handling them. Decilisions are nonpro-

}grammed to the extent that they are novel, unstructured,

‘and consequential.?

.Feedback

| In systems theory the concept of servo-mechanisms

.(or information-feedback) is a most important foundation
ifor the analysis of the effect of time delays, amplifica- ﬁ
Stion, and structure in a system such as a manufacturing !

'firm. An information-feedback system exists whenever the

lenvironment leads to a decision that results in action

i
|
|

which affects the environment and thereby influences future!

[decisions.lo

j Herbert A. Simon, The New Science of Management
‘Decision (New York: Harper & Row, 1960), pp. 5-0.
|

E 1OJay W. Forrester, Industrial Dynamics (New York:
John Wiley & Sons, Inc., 1961), p. 14.

I -
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|
IForecasting

Eof projecting the past (historical data) into the future.
In contrast, management's evaluation of the factors that
modify the forecast is considered "prediction."1l Fore-
rlcasting techniques are routine procedures that are easily
programmed while predictions are judgement procedures that

are not so programmable.

T Information

1

Mr., Levin has also defined "information" as the

?knowledge derived from the organization and analysis of
‘data.lg Information for management decision-making, then,
tis generated in the information system by data processing
ifrom source data and files of historical data and infor-

imation.

{Model
The concept of a "model" as well as that of "feed-
|

‘back" 1s a most important foundation of systems theory. A

well stated definition of a model by Mr. Deacon, Jr,, is:

I A "model" is an artifical representation of a
system, process, organism, or environment designed
to incorporate certain features of that system,

The term '"forecast" is used to indicate the process

| 11Robert G. Brown, Statistical Forecasting for In-

i lgLevin, loc. cit.
‘ .
|

iventory Control (New York: McGraw-Hill, Inc., 1959), p. 3.7



process, organism or environment according to the
purposes which it is intended to serve.

For this study the model is an artifical represen- |

tation of a manufacturing firm.

[Simulation

| | The wide use of simulation in different fields of
endeavor has gilven various interpretations to its meaning.
For the purpose of this thesis, the definition by Deacon

is used:

"Simulation," as a general field of activity, has

of models. "A simulation' or ”simulat&on exercise" is
‘ an experiment performed upon a model. L

! ‘
| In this study an analysis of the information system!'
i

iis made by the simulation of the manufacturing model.

§Systems Planning

| In the past two decades, the formal awareness of
|

i

Ithe interactions between the parts of physical systems has
:1ed to the development of the field of "systems engineer-
iing.” However, there seems to be no widely accepted field
of general systems theory as applied to the complex busi-

ness systems. The term "systems planning'" as defined by

i

to do with the design, building, manipulation and study'

13pAmos R. Deacon, Jr., ”introduction,” Simulation

and Gaming: A Symposium, American Management Association
‘Report No. 55 (New York: American Management Assn., Inc.,

i

11961), D.

i
! M1pig.

L i
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t

;Ream 1s used to denote the application of systems theory

I
i .

%in the analysis, design, and development of business i
Joperating Systems.l5
|
| Organization of the Thesis
i The remainder of this thesis is organized in the
Tfollowing manner,

In Chapter II, the basic characteristics of man-
;agement information systems are presented. First, the im-
ipact of the growth of data processing on the development
fof integrated information systems is discussed. This is
ifollowed by the effect on the organizational structure of
a business as it develops larger and more costly business
dAnformation systems. Next, the effect of decision theory
on management decision-making is covered. Emphasis 1s
;placed on the expected impact of "programming' lower-level
?management decigions. Then, the importance of the roles
played by systems planning and operations research is dis-
‘cussed 1in felation to their contribution to the development
‘'of management information systems. Finally, the use of

isimulation as a tool of the systems planner for the design,

analysis, and evaluation of business systems 1s described.

15Norman J. Ream, "The Organizational Relationships
.of Operations Research, Systems Planning, and Data Process-
ing," The Changing Dimension of Office Management, Ameri-
.can Management Association Report No. 41 (New York: Ameri-
‘can Management Assn., Inc., 1961), p. 98.
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|
Chapter III describes the method of creating a |
imodel of a business system under study. The concept of the:
:information—feedback system 1is discussed as a basis for an '
iunderlying structure to integrate the separat® facets of }
lthe management process., Next, the factory as a system is %
'described in terms of its subsystems; (1) physical, (2) in-'
iformational, and (3) environmental. ILastly, the role of i
ithe systems planner as the experimenter making the analysisj
‘or evaluation of the model is discussed.
! Chapter IV describes the specific model used in
‘this thesis to illustrate the analysis of an information
'system by simulation. First, the physical manufacturing
system is exalmed in terms of its products, facilities,
‘and resources. The information system is next described »//
.according to the functional areas composing the system. v//
'Finally, the interaction of the environment with the physi-
cal and informational systems is covered.

In Chapter V, the two simulation runs that wefe

made to analyze and evaluate the manufacturing model are
Ediscussed in detail. Several measures of performance are
.shown graphically. First, the parameters of the model are
%covered. Then, the use of variations in the demand pattern
fto test the control capabilities of the information 1s dis-

cussed. Lastly, the results from the two simulation runs

lare presented.
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Chapter VI essentially summarizes the findings of !
fprevious chapters. Some conclusions concerning the future

| |
‘of management information systems and the use of simulation:

!

f
iare advanced.
|



CHAPTER TIT

BASIC CHARACTERISTICS OF A MANAGEMENT

INFORMATION SYSTEM

|
i

| The dynamics of modern business, shorter lead-~time

'requirements, increased number and complexity of products,

wilder geographic distribution of products, and larger potend

Etial risks in decision-making have given rise to the need

for information which quickly shows management the impact

fof decisions and provides the means for rapid response to

rchanging conditions. The growing complexity both of the
‘business enterprise and its internal management environ-
Ement, and of economic, governmental, and social climate in
:which it exists have prcovided impetus to the development |
lof "information technology." |

% Management informational needs cannot be answered i
!by mechanization or data processing alone. The basic prob-.
ilem is the development of an integrated management struc- q)
yture to realize overall corporate objectives. This was ‘
;emphasized by Peter F. Drucker when he wrote:

We need to know how to 'translate' from business

needs, business resgsults and business decisions into
' functional capacity and specialized effort. There

|
| :
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is, after all, no functional decision, there is not
even functlonal data, just as there is not functional
profit, no functional loss, no functional investment, :
no functional risk, no functional customer, no func- !
tional product and no functional image of  -a company.
There is only a unified company product, risk, invest-
ment, and so on, hence only company performance and 1
company results. Yet at the same time the work obvi-
ously has to be done by people each of whom has to be
specialized. Hence for a decision to be possible, we
must be able to integrate divergent individual knowl-
edges and capacities into one organization potential;
and for a decision to be effective, we must be able to
' translate it into a_diversity of individual and expert, |
yet focused effort.?! i

1

: To adequately discuss the characteristics of a man—?v
|
ragement information system, the impact of data processing,

the changing corporate organizational structure, the in- :

lcreasingly complex management decision-making problem, and
ithe,role of the systems planner and operations research

must be described.

Impact of Data Processing v

The impact of data processing can best be shown by

reviewing its growth in the past decade. During the periodé
1

from April, 1951, when the world's first large-scale data i

processing system was installed by the United States Bureau?

of the Census, to the first of 1961, over 10,000 computer

!
systems were installed for the use of government and indus-:
| :

1

try. At the same time related peripheral input-ocutput,

|
|

i lpeter F. Drucker, "Long-Range Planning, Challenge
|to Management Science," Management Science, V, No. 3 :
!(April: 1959)’ pr. 247"248. ;
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display, and communication equipment were installed.

For the most part, these computer systems were in-

'stalled for '"specific applications'" within a functional

area of a business; theilr use was identified and Jjustified
to handle a specified functional Task. The use of data
processing equipment has historically been for clerical
cost-reduction by the application of the equipment to the
same problem by handling the data more rapidly, accurately
and at a lower cost.

Faced with increasingly more complex operating
problems, management has recently paid more concern to the
integration of o0ld applications into a single processing
system, This has introduced new concepts of organization
structure, reduced duplication of effort, and generated
sizable cost savings, and, perhaps the most important of
all, provided the capability of programming low-level man-
agerial decision-making. In industry, the emphasis has
been on the development of inventory and production control

systems. Such systems, though limited in scope, begin to

approximate management information systems, since they do

produce documents for the use in current operations and

also information for planning and control. The use of data

processing for operational control purposes does represent

an advantageous use of equipment and personnel and can pro-

vide the base for developing and implementing a more
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!Sophisticated management information System.2 !
i As data processing has grown in its use, management
|

lhas begun to visualize the opportunity to reduce to orderly?
{

relationships the functions of the business and to provide
‘integrated information systems to handle many of the activ-i
ities which involve not only clerical work but also some

|

lower-level managerial declsions.

The impact of data processing on management and on
organizational structures has been of major consequence, f

:Hardly ever before has there been a single factor that has ;

ihad the powerful effect on the business world that data

iprooessing has had over the past decade and is expected to

3

;have in the coming decade.

The Changing Organizational Structure Ve

The structure of an organization and its informa-

tion requirements are closely linked as the structure re- |

i |
| . . . .

'flects the organizational processes of decislion-making and
iflows of information used to make decisions. The technol- |

?ogy of working out decisions on predetermined and program-
| |
'med rules implies changes in content of many managerial !
i

i : j

gJames D. Gallagher, Management Information Systems.
and the Computer (New York: Bmerican Management Assn., !
| Tnc., 1961), p. 34. |

1

3gabriel N. Stilian, "EDP and Profit Making," Con-
'trol Through Information, American Management Association
‘Bulletin No. 24 (New York: American Management Assn., i
‘Inc., 1963) pp. oLk,

1_.____‘,._._, e - - — - e —_ e e e e
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i
jobs and in structural characteristics of the business

1

lorganization.

J

' When one considers the impact of a management in-

!formation system across all functional areas of a business,

it becomes evident that it is necessary that a top manage-

|

v

ment function has to be added to the corporate organization Vv

lthe corporate structure. In addition, The development of
Ethe‘top management function 1s a most important factor in

:influencing others within the corporate body to think in

'terms of an ultimate management information system.

; When data processing was first used in industry,
‘the equipment was almost invariably placed under the con-
trol of the financial officer for accounting applications.

:However, the range of applications were soon found td far

iOf the data processing service within a company has ex-

‘
)

ltended far beyond the technical problems of converting
|older methods to a computer or of providing machine time
;for various parts of the corporation that have their own
!programs. The attention of management has begun to shift
jfrom data processing itself to the integrated systems that

‘data processing equipment make possible.

' In companies with extensive computer experience,

structure which can implement, direct, coordinate, communi-

icate, and integrate the informational flow to all levels of

i

|

exceed the limits of the accounting system. The managementi

|
|
|

‘
1
i

|
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1

‘several shifts in organizational structure have typically

1
accounting organization. The establishment of a separate

data processing department has been only the first step.
Usually the increasingly technical capabllity required to
take advantage of the rapidly growing potential in inte-
grated information systems has soon led to the creation of
a key position near the top of the financial structure.
Lately, some corporations have decided that the

task of designing and operating the management information

system is one that deserves a top level position outside
ithe financial organization structure. There 1s emerging
‘a new kind of corporate staff concerned exclusively with

'systems and analybical methods for decision-making. "Man-

lagement service" is a name frequently used to describe this.

n

inew function.
1

|

| Improved Management Decision-Making

f The primary function of management is to make the
i

‘decisions that determine the future course of actlon for

roccurred. Almost without exception, responsibility for the?

1

!
i

data processing function has risen in importance within thef

i

v

!
)
'

ithe business over the short and long term. These decisions;

fhave to do with every conceivable organizational and

H
|

| Upouglas J. Axsmith, "A Management Look at Data
|Processing: Promise, Problem, and Profit," Total Systems
(Detroit: American Data Processing, Inc., 1962), p. 10.

v
i

b e . — P ——— e e



e ' 21 |

iphysical problem; they may deal with markets and marketing l
!channels, financial planning, personnel procurement poli- ‘
!cies, alternative plans for expanding production facilitiesﬂ
ipolicies for material procurement, labor control and so on.;
;More often than not the decisions involved cut across
!functional lines.

é Decision theory is directed toward determing how i
;rational decisions ought to be made. It attempts to estab-
glish a logical framework for decision that correlates sci- |
jence and the world of models with the real world for var-
?ious alternative lines of action. These decisions are con-
Ecerned with every thing that takes place in the organiza-
:tion. For day-to-day operating or repetitive decisions, a
set of decision rules make possible continuity and smooth
Eoperations, for example the decision rule which determines
‘the amount of material to be ordered at one time. Larger-
‘scale decisions, such as the determination of an over—ali
iplan for expansion, or the decision to float a new bond
:issue, employ the same general concepts of decision theory,
jbut occur only occasionally.

| In making decisions, the manager selects‘from a set
;of alternatives what is consildered to be the best course of
raction. To judge which of the alternatives is best, how-
;ever, he must have criteria and values that measure the

irelative worth of the alternatives, and a system for
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[forecasting the performance of the alternative courses of
action. These elements{ taken together, form the basis

for a decision criterion which balances the desirable and

undesirable characteristics of the alternatives. The

difficulties come in establishing the comparability of the

'various criteria that may conflict and in determing the

future performance of the alternate paths of action.
!

ccommunication between the management scientist and the S

use of known methods, as in the case of decision theory.

One strong branch of management science view management in
gits decision-making function, attempting to reduce as many
decisions as possible to a set of automatic decision rules

!programmable on a computer. This development 1s directed

toward the determination of how decisions ought to be made.

i Models and model building are integral parts of

{

§formal decision theory. Models are the mechanism by which
|
ipredictions of performance of a process or system are made

‘and they may be the basis of valuable control mechanisms.

i

’When criteria and values tend to be objective and when the

models are good predictors, decisions based on them seem
;scientific, almost automatic. On the other hand, when

|

écriteria and values are vague and where quantitative as-

pects of models can account for only a portion of the

|
)

Scilence in management has grown rapidly, yet poorv//

operating management tends to introduce a lag in the actual

|
|
1
I

v
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!problem, decisions rest heavily on judgement and experi-

The nature of managerial decision-making, the de-

ience.5
|

gree to which it can be programmed, is a major considera-
tion 1n the design of an information system. Low-level,
repetitive, and routine decisions have already been re-
placed in the information system by computer programmed
instructions. It is in the area of novel, unstructured
decisions that procedural techniques have yet to be

developed.

An effective management 1information system improves |

the managerial decision-making by: (1) timeliness of in-

‘formation, (2) quality of information, (3) wider range of
i |

‘alternatives, and (4) paths of action oriented to the
| , .
'over-all goals of the business. :

i
i
i Operations Research

I

i In the past few years there has been rapid and
l

|
The Role of Systems Planning and )
extensive progress in the application of quantitative tech-i
niques to the analysis of management information problems.
‘Considerable confusion does exist today as to the role of

systems planning and operations research as they relate to

DElwood S. Buffa, Models for Production and Opera-
tions Management (New York: John Wiley & Sons, lInc.,

1063), pp. 6-12.

|
|
L —_— ]
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l

ithe development of information systems. Are systems plan-

ning (often referred to as gystems engineering or systems i

!analysis) and operations research the same or are they
i
idifferent?

‘ "Operations research" has been defined as "a scien-
| .

tific methodology--analytical, experimental, quantitative--|

iwhich, by assessing the over-all implications of wvarious
| |
alternative courses of action in a management system, pro- |
1
|
|

lvides an improved basis for management decisions.”6 In

contrast, "systems planning'" has been defined as 'that stafﬂ

'work which 1s concerned with research, analysis, develop-
Ement, simplification, and establishment of operating sys-
;tems and procedures."(

i Systems planning at the very least employs the tech;
;niques of operations research. It has adopted many of the |
istatistical techniques of operations research and as a re- !
!sult a large number of business problems have been exposed |

to solution via the "scientific method." |

Systems planning tends to be business oriented to

|
I
[
{ |
5 6John W. Pocock, "Operations Research: A Challenge
lto Management," Operations Research: A Basic Approach,

[Amerloan Management Association Special Report No. 13 (New |
'York: American Management Assn., Inc., 1956), p. 9. :

"Norman J. Ream, "The Organizational Relationships
\of Operations Research, Systems Planning, and Data Process-.
ting," The Changing Dimensions of Office Management, Ameri-
!can Management Association Report No. 41 (New York: Amer-
'ican Management Assn., Inc., 1961), p. 98.

L - : ——
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'better communicate with management. The great expectations

of operations research have to some extent‘fallen into the

‘The complexity of problem solving tools, the vocabulary of
imathematics, and the inability to translate these into

e

|

|

gulf that exists between the scientific and business worlds.

&
i

isimple ideas has contributed to lower realization of opera-

|tions research programs, Thus, the business trained sys-
items planner may be called upon to bring the tools of oper-

|ations research to management's attention, to bridge the

8

rgap of communication.

|

Systems planning in business may or may not be

applied through the use of mathematical techniques. Sys-

‘tems planning and operations research share a common meth-
éodology by defining an objective method of problem solving.
:However, though they may seem qulte similar in many re-
fspects there are distinct differences.

5 Operations research is usually concerned with the

ioperation of an existing system, 1ncluding both men and

imachines. Typically, operations research looks at mili-

tary operations, supermarkets, factories, farms, etc., and

lexaims specific functions within these operations such as
|

|inventory control, distribution of raw and finished materi-

:als, waiting lines and advertising. The objective is to

|
|
i 8Stanford L. Optner, Systems Analysis for Business
|Management (New Jersey: Prentice-Hall, Inc., 1960), pp.

L?62—166.
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;optimize, or to make better use of materials, energies, |
%people and machines already in existence and at hand. !
! In contrast, systems planning emphasizes the plan-
fning and design of new systems to better perform existing
ioperations or to implement operations, functions or serv-

?ices never before performed. The concern is with the sys-

|tem as a whole and not particularly the optimization of any

one part. In recent years, the systems planner has gained
|

considerable skill and experience in the development and

)
'installation of source data-acquisition, data-transmission,

I \
[ ‘

‘and data processing systems.

f For the development of the complete, integrated
Zmanageﬁent information system, the team approach with top
jmanagement, operations research, and systems planning work—@
ing effectively together presents the most promising methodj

;to attack and solve the informational problem.? |

Use of Simulation for Analysis / /qw/

Simulation is a powerful technique for the study QEV/

| l

‘management systems, whether of theilr design and evaluation

!
i
1
|

{
!or in search for fundamental principles. The use of sim-

|
iulation has grown rapidly in recent years largely because

I .
jof the availability of electronic computers.

!

i Some operations research people make a sharp

9Ga11agher, loc. cit., p. 39.

|
i
i
!
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1distinction between simulation and mathematical analysis.

e

|Mathematical analysis has proben to be a powerful technique
' for many problem areas.’ Yet it has been found to be inad-
'equate for general analytical solutions to situations as
‘complex as are encountered in business. The alternative
'is the experimental approach or the use of simulation.

To use simulation i1t is necessary to construct a J‘
detailed model of the business system to be studied. Such
a model is a detailed descriptién that tells how the con-

ditions at one point in time lead to subsequent conditions

rat later points in time. The behavior of the model is

observed, and experiments are conducted to answer specific

‘questions about the system that is represented by the
?model.

With simulation models, the effects of many alter-

‘nate policies can be determined without tampering with the T
lactual physical system. The result is that there is no

%risk of upsetting the existing system with changes that g

ihave no assurance they would be beneficial. In a very real;

i

isense then, the common reference to simulation as manage- |
Ement's laboratory is true. !
i Simulation models of operations systems have been
Egrowing rapidly and promise to become a dominant technique

] .

Ifor assisting management in the decision-making process for

4
|day-to-day problems, as well as for comparing basic




alternatives of operating policy.lO é
Business and industry have already made important E
applications of the simulation technique, ranging from
models of relatively simple waiting line situations, to i
models of integrated systems of production. In general,
simulation is useful in situations where mathematical anal-| .
ysis is elther too complex or too costly. Quite often, f
however, 1t is found that the problem faced is incredibly

;oomplex, because of a maze of interacting variables, or

where the problem itself may be relatively simple in struc-

ture, but involves a projection of mathematical analysis

rinto unkown areas. An example of the latter would be a
|
'simple waiting line model where the nature of the distri-

'pbution of arrivals for service times does not fit the

1

rstandard ones for which analytical solutions have been |
i i
| worked out. Simulation, then, provides an approach to many

'

problems which could not be solved by other known tech- %
Eniques. !

| Simulation models lend themselves most readily to |

large, very complex problems involving subtle interrela- i

'tionships that are difficult to visualize and measure.

| They are most applicable when the cost and profit implica-
tions of a given situation are large, and when the mass of |

information needed to make a declsion can be quantified,

i 10Buffa, loc., cit., p. 505.
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fput into numbers, or set within limits.

i Simulation has already been demonstrated as a most

valuable technique in the analysis of the dynamic behavior

11 Simulation also promises to be an extremely ;

of a firm.
‘valuable technique in the analysis and evaluation of a man- '
lagement information system maintaining control over the

firm as it operates in a changing environment.

; 11Jay W. Forrester, Industrial Dynamics (New York:
John Wiley & Sons, Inc., 1961), pp. 13-10.
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i DESCRIPTION OF THE METHOD OF ANALYSIS

Historically, the use of data processing has been

'directed at mechanizing a specific functioconal area such as

'a payroll application in the accounting department. The
isame approach can be found in the manufacturing area where
:material control, inventory control, and scheduling are
;often treated as independent applications. In the develop-
fment of an integrated information system, each functional
rarea cannot be considered as individual and independent
|applications, but they must be conceived as a total inte-
.grated system. First, input data must be converted into
:information necessary for the planning of materials, man-
onwer, and facilities. Second, the planning information
5must be communicated to the operating levels for action.
?Finally, the performance of the functional areas must be
iprocessed for evaluation and decision-making to feedback
?into the planning cycle for dynamic response tTo changing
conditions. |
Because of the dynamic character of a business, it
is extremely difficult to measure the contributioh of its

'information system in assisting management to maintain

30
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%control over the firm while operating in a changing envi- !
?ronment. A basic premise for the analysis and evaluation ;
gof an information system is that better information will

! |
lead to better control which in turn will yield improved

gperformance of the business. The control objective of the
(firm is to respond to the environmental demands in an eco- |
!nomically efficient but competitive manner. The effective-
;ness of the information system in satisfying this objective.
imay be based on the analysis of':
3 1. The accuracy, completeness, and timeliness

with which the demand is satisfied.

2. An accounting measurement of the financial
performance of the firm over a period of time
in the face of changing demand.

Such measures, being more complex, are more diffi-
cult to estimate than the notion of cost displacement and
requires an adequate model of the firm itself. Through
-simulation of the model the intangible contributions of the-
information system can be estimated.

The feasibility of using simulation for the anal-
ysis of an information system 1is best demonstrated by its
éapplication to a hypothetical firm.. For this purpose a
‘model of a manufacturing firm, which includes the basic

functions of forecasting, material control, inventory con-

‘trol, and scheduling, 1s proposed. It is assumed that the
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|

i
‘data processing part of the information system processes
idata in "batches'" as opposed to "on-line" processing where

'the data are processed as they occur. In other words, the

iprocessing of data is done on a cycle (e.g., one, two, or

—5

{
i
'

!

four weeks) and the data for the cycle are processed at one:

|
!time in a batch.

|
'

The Information-Feedback System

| The concept of an information-feedback system 1s a
[principal basgsis for an underlying structure to integrate
?the separate facets of the management process. It deals
;with the effect of time delays, amplification and structure
‘as they relate to the dynamic behavior of a system.
Forrester defines an information-feedback system as:
An information-feedback system exists when-ever
the environment leads to a decision that results in
action which affects the environment and thereby
influences future decisions.

The study of feedback systems deals with the way
information is used for the purpose of control. It helps
1to understand how the amount of corrective action and the
rtime delays in interconnected subsystems can lead to inef-
fective operating performance.

Information-feedback systems owe their behavior to

;three characteristics--structure, delays and amplification.

lJay W. Forrester, Industrial Dynamics (New York:
-John Wiley & Sons, Inc., 19601), p. 14.
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The structure of a system tells how the parts are related
to one another. Delays always exist in the availability of
information, in making decisions based on the information,
and in taking action on the decisions. Amplification us-
Eually exists througout such systems, especially in the
Idecision—making processes of industrial systems. Ampli-
fication is manifested when an action is more forceful than
might at first seem to be implied by the information inputs |
’to the decision process. |

In the operation of a manufacturing firm there are

'many feedback mechanisms employed. An example of a phys-

fidal feedback system is a thermostat that receives temper-
i
,ature information and decides to start the furnace; this E

?causes the temperature to rise until the temperature in-

iformation tells the thermostat to stop the furnace. An

|

fexample of a business feedback system is where orders and
|

finventory levels initiate manufacturing decisions that fill

‘the orders, correct inventories, and lead to new manufac-

!
i
|
i

turing decisions based on new orders. Both of the examples!

;are information-feedback control loops. The regenerative i
‘process is continuous, and new results lead to new deci- ;

sions which keep the system in continuous motion.

- - . —- [ - - - _ +

The diagram in Figure 1 illustrates the concept of
‘an information-feedback system as applied to a manufactur- f
éing firm. Management decisions are based on information i

i
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regarding the rate of demand, the rate of output, and the
fperformance of the firm. The decision process, after some
time delay, makes changes in the facilities, materials and
manpower available to the firm which affect the physical
output. The loop 1is closed with the demand to the firm re-
acting to both the change in output and external environ-

mental factors.

i The general concepts of information-feedback sys-

l

tems are essential because such systems exhibit behavior
ias a whole which is not evident from examination of the

iparts separately. The pattern of system interconnection,
!the amplification caused by decisions and pollcy, Tthe de-
|

flays in actions, and the distortion in information flows

!
rcombine to determine the over-all performance.2
[

The Manufacturing System
A model is defined by stating its boundaries and
?its subsystems. The boundary concept makes it possible to
\define any on-going (non-static) process as a system. It
further enables the systems planner to look at the problem
;as a whole, and set the framework for later looking at the
Eparts (thé subsystems) in something close to their correct

4re1ationship. A model is only useful when it accurately

!
»

2Stanford I.. Optner, Systems Analysis for Business
Management (New Jersey: Prentice-Hall, Inc., 1960), pp.
17-19.

t — A

|
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duplicates the behavior of the real world system. If a

lmodel does not accomplish this, it is useful only insofar
i;as it provides information and insight into the develop-
ment of a new model.

To define the boundaries of the manufacturing in-

formation model, 1ts subsystems must be discussed.

Physical System

! A basic manufacturing firm performs an economic

function upon which its existence 1s based. A minimal set

'of activities 1s required in order to perform this func- '

( ,
i

tion. The set of activities and 1its interrelationships com-!

Ipose the "physical system" which is the physical subsystem g
bf the model. I
E In a manufacturing firm the elements of the phy31cal
ésystem are the productlon processes and the resources whlch[
éproduce the end product. Typically, the manufacturing pro~i
'duction process is "job shop" in nature, where products arel
fabrlcated and assembled intermittently in batches. The E
‘resources include all the facilities, materials and man- I
;power required to affect the physical output from the pro-
duction process.

|
i

Ehaamni A total representation of the manufacturing firm

requires, in addition to the physical system, a second

part defined as the "information system."

I
v
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Information System

0
|
I
|
|

f The information system encompasses all activities :
| |
of the physical system whose direct or indirect function is|
| , |
ito control the physical system. The information system is

ibroader in concept than any existing data processing sys-
item, the latter serving as a component of the former. The |

{
'information system can be represented by the following bas-

‘ic elements and their interrelationships.

I
; Sensor.--This type of element originates all data
iinput to the information system. It includes both manual f
Eand machine-generated input. It reports the occurrence of

;an event within the physical system (or perhaps within the
| v

‘environment). A segment of a physical system is shown in

Figure 2. Sensors record all possible events, the receipt
|

'of material into inventory, disbursements from inventory,
]

'‘and the receipt of orders (demand) for inventory.

Input transmission.--Sensed data are subject to

;delay and/or distortion during transmission. All delays

‘agssociated with input are assumed to occur at this point
’(i.e., sensing alone 1is complete, accurate and instanta-

‘neous) .
Tﬁ‘ S
Image.--The end result of data input and most con-

1
ventional processing, whether machine or manual, is an im-

|
‘age. In PFigure 2, the image of the true inventory is the
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inventory record. Images can be classified as levels
(e.g., inventory) or rates (e.g., the arrival rate of in-
ventory requisitions). With appropriate sensors, images
can be provided which describe any activity within the phys-
ical system. However, they are distorted as a result of |

input transmission delays and may be biased by the random

or systematic loss of sensed data during transmission.

Decision process.--The decision process 1s a cru-

cial element of the information system., The term is used

i
|
|
'in the broadest possible sense to encompass all management

|

|decision-making related to the control of the physical sys-

1
ftem. Decision process can function with the aid of much or
|

jlittle information; with information which is accurate or

|

idistorted, timely or outdated. The information upon which
‘the decision process depends (all of the information avail-

lable to it) is contained in images. The decision process

ghas no direct contact either with the physical system or
|

;the environment. In Figure 2, the decision to order addi-

1

{ - . . . . .
‘tlonal material for inventory utilizes images of current

idemand rates and the level of inventory. Some part of the

‘decision process may be "programmable" as computer instruc-

‘tions.

l
.

1

Output transmission.--The result of a decision is

i
i

1a command which will ultimately produce some change in the f
1 )

| ‘
Lo S
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:activities of the physical system., A single time delay is
Eassociated with both the decision-making process and the

| ;

rtransmigsion of its commands. In Figure 2, the command is

|

%in the form of an order for additional material. More gen-
ierally, commands take the form of an adjustment to the re-
iSources committed within the physical system. Typically,

Emanpower would be reassigned to compensate for a change in

‘the demand mix.
|
‘Environment System

? In addition to representing the firm in terms of

Ethe physical and information subsystems, a complete model
%requires explicit recognition of the interaction with its
;environment. In particular, it recognizes certain basic

. requirements (demands) which the environment places upon
'it and which it undertakes to satisfy. One basic measure-

‘ment of the performance of the firm is the adequacy with

|

!
i

iwhich it satisfies these demands. The environment may also:

provide information inputs to the information system rele-
.vant to the future demand pattern.

For the purposes of model building, the boundary
’between the firm and its environment 1s somewhat arbitrary.
;The cruclial distinctlon is between that which can and that
‘which cannot be controlled by the firm. The former is
jclassified within the physical system; the latter within

the environment.
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The environment, in the case of a manufacturing

‘model, represents the broad economic, social, governmental,
Eand physical factors which have an effect (input) on the

;business system.

The Role of the Experimenter

'
f

It is the function of the experimenter (usually the '

|sYstems planner) to define the system, build the model, and
|
i

perform the simulation studies. The experimenter exerts
control over the simulation by setting the parameters for
the physical system, the information system and the envi-
:rénment.
of an operating firm and its information system (e.g., in-
ventory levels, manpower utilization, shipments, customer
order cycle time). In order to record the results of each
?simulation run, compfehensive observations regarding the

t
performance of the simulated firm must be made. The re-

7porting mechanism for accomplishing the observations has
1been designated the "accounting reports" because of the
lparallel to the role of financial accounting for perform-
‘ance evaluation. Cost 1s an important element of perform-
rance and must necessarily be considered in any over-all

|
}ana1y51s and evaluation of the business system.

There are any number of measures of the performance

Conventional accounting procedures have been intro--

'duced for the purpose of measuring the performance of both

L S
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Fthe physical system and its information system. The model
iis designed to produce reports that show data concerning
[the operation of the model, including data which are en-
tirely independent of cost. It is assumed that no errors
or time delays are introduced by the reporting scheme. In
|this sense the accounting report is perfect and provides

an accurate and unbiased appraisal of the performance of

'the firm.

The final evaluation of the performance of the in-

|
iformation system must include the cost of changing the

¥

parameters of the system. In other words, an improvement
!in the performance of the information system will normally
cost more because of increased usage of data processing
equipment and personnel, This cost must'be balanced by the

increased performance of the‘firm both in profit and better

\service.,




CHAPTER IV

A HYPOTHETICAL MANUFACTURING
INFORMATION MODEL

To demonstrate the technique of using simulation
for the analysis.and evaluation of an information system,
a model of a simple, hypothetical manufacturing firm was
icreated. The model incorporates the typical data process-
ing applications of forecasting, inventory planning, mate-
Irial planning, and scheduling. The model is completely

arbitrary and could be readlly extended or curtailed. The

iinformation delays and implementation delays are typically
:those found in a data processing system where data are ‘

;
‘processed in "batches."

The Physical System |

The simple manufacturing firm shown in Figure 3 in-

jcorporates as much as possible of the dynamic complexity

found in a typical manufacturing operation within a nom-

3inally simple model. Thus a basic assumption is made that

‘the general dynamic characteristics of a system can be ade-
;quately represented without the introduction of the large i
number of individual elements actually present.
| |
i !

l i

! —_— . e e e
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The specific firm manufactures two end products,
Edesignated as Products 1 and 2. The firm assembles and
ships both products tTo customer order. Four finished parts
I(Parts A, B, C, D) provide all of the components for the
assembled products, in accordance with the Bills of Materi-

al shown in Table 1.

TABLE 1
BILLS OF MATERIAL

{

| Part A B C D |
3 Product 1 1 1 1 !
; Product 2 1 2 1

Parts B and D are common to both products, intro- E

ducing a conflict situation (with its related decision

i

Iproblems) of the type often found in practice.

E The activities of the physical system are distri-
?buted over four stages of manufacturing: (1) material con-'
?trol, (2) parts processing (fabrication), (3) inventory
;control, and (4) assembly and shipping. This introduces
Emuch of the dynamic complexity of the quel, since overall ;
‘response 1s dependent upon actions taken somewhat independ—;
?ently within each stage. Effective control does reqguire
‘planning to coordinate the activities with different stages.
The scale of an activity (e.g., time to perform, ‘

irate of occurrence, etc.) is either dependent upon other ;

i

L I o ]
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[
‘activities and therefore determined by the simulation (for

iexample, the number of parts in inventory); or it is a pa-
irameter of the physical system controllable by the systems
iplanner (for example, the time to assemble one unit of
lProduct l). In the latter case, the value may be specified
determinately as a constant or a function, or stochastical-
Ely as a random function.

The performance of an activity requires the commit-
ment of one or more resources. oSeveral activities have
§been structured so that they compete for the same resources,!

thereby creating typical conflict situations which can only

be resolved by rational decisions. The resources availlable

in the model are:

Processing manpower.--Men within the process stage

|
|
:are entirely interchangeable, and may work on any valid
|

operation or remain idle.

Assembly manpower.--Men within the assembly stage i

|
i
may assemble orders for either product. However, no trans-

|
;fer of men between the assembly and processing stage 1is !

gpermitted.

| Processing facilities.--Each facility within the

'processing operation commits one man and one unit of facil-,

fity to the process of one part. The facility units require
!

fsetup time each time a different part is to be processed

on that unit.
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Material.--The finished parts used in the assembly
tof the two products are fabricated from two raw materials
and one purchased part. Two of the finished parts (Part A
and Part B) compete for Raw Material 1. Part C is fabri-
‘cated from Raw Material 2. Part D is purchased in bulk

quantity as a finished part.

The Information System
The prime objective in constructing the information
isystem is to provide sufficient capability to permit effec-
tive dynamic control over the physical system. Within this
context, the emphasis is placed upon bullding a convention-

|
lal structure which could plausibly incorporate a range of

idata processing equipment. Since each data processing sys-

;tem has 1ts own information processing capabilities, the '

|

degree of effective control that could be attained would
fvary with the range of equipment. In Figure 4, a schematicé
%of the complete model depicting, among other things, all of%
1 |

H )
‘the major features of a basic manufacturing information f

gsystem.

Hierarchical aspects of an information system in
;the large firm are included. Decision-making occurs at
;various levels within the organization with considerable
;interaction between levels. Operational control, at the
lowest level, responds to events on a fairly rapid time

1
i
1
1
[

scale, in a highly constrained manner. At a higher level,li

——— - e = oo
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tactical decisions are taken whose effect may be only in-
direct, leading to direct action at the operational level.
These decisions are less frequent than those at the opera-

tional level, as well as more complex.

The physical system, as previously described, is
ialso included in Figure 4. In the model, sensors are in-
'cluded at all points on the interfaces between the four
stages of manufacture, and on the interface within the en-
vironment. The sensors are assumed to exert no direct in-
fluence on the physical system, It 1s indicated that this
'generates a reasocnable améunt of data for this type of sys-
tem. Additional sensors, placed within each stage (e.g.,
recording material movement between operations in process-
ing), would suggest a rather highly advanced information
system involving the use of source data-acquisition equip-

iment. Fewer sensors, placed only at the interface with the

environment (e.g., recording orders and shipments) would

probably not permit effective control over the physical
gsystem.
| The precise configuration shown in Figure 4 is ar-
gbitrary, and could be readily extended or curtailed. When
éa real model is developed, it is needless to say that the.
ésensors would be placed to reflect the actual occurrence
éof data input into the information system.

[ Figure 4 also indicates delays associated with the
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information transmission and processing, the resulting
images of the sensed data, and the decision processes which
utilize these I1mages.

Decision rules are themselves parameters of the in-
formation system, in the sense that they can be individual-
ly detached and replaced. However, only one set of deci-
ision rules are used in the model. These are designed to
achieve reasonable control even under fairly poor informa-
tion flow conditions. In practice, of course, the decision
processes and the quality of the information flow are high-
1y related. Improved flow may be ineffective if not accom-
pranied by improvements in decision-making (e.g., utlization
of mathematical techniques) may well be impractical with-
out parallel improvements in information flow.

The set of decision rules formulated for the model
;relate to forecasting, material planning, inventory plan- |

ning, and manpower assignment (scheduling). i

Forecasting

{ Forecasting is the process which permits the model

|
;to adjust to, and perhaps anticipate, systematic changes

'of historical data and a management judgement factor to

!
' |
@in the demand for a product. Forecasting involves the use [
|
| |
rproduce new forecasts. Exponential smoothing is the method:
‘ a

:employed in the model to generate forecasts of future \

t

iproduct demand. It is a special form of moving average

L e ——— e —————— = ———
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developed by operations research for use in computer proc-

essing.l

The crucial element in creating a plan for the use |

,of materials and resources is a projection of shipping re- !
'quirements for the next planning period, based on the fore-
cast of product demand and the current backlog of orders.
Shipping requirements are established by distributing the
backlog in an exponential manner to the scheduling periods.
!This places most of the backlog in the current scheduling
period with decreasing proportions in succeeding scheduling
periods.

Once shipping requirements have been established,

they are used as the planning base for material planning,

inventory planning, and scheduling. An assembly plan for 5

|

‘manpower is produced from the shipping requirements by ad-

justing for assembly lead time. The plans for material

|
!

!planning, inventory planning, and scheduling are generated

!from the assembly plan by the necessary parts explosions,

!lead times, and scrap loss adjustments.
i )
! |
Material Planning

; The raw material and purchased part requirements
!
éprovide the basis for ordering raw material and purchased

1r. @. Brown, Statistical Forecasting for Inventory
Control (New York: McGraw-Hill Co., 1959), p. 13. i




T

52
!part. Orders are placed periocdically, at a time determined
Eby the availability of a new forecast. This time is later
ithan the nominal date of the forecast, due to the delays
?found in the information system. Before ordering, there-'
%fore, the forecast must be updated for material and parts

‘received since the start of the period, and for any cur-

|
i

%rently open orders.
% For raw material, allowance is made for the possi-
bility of receiving defective material. The actual order
‘quantity is determined so as to cover requirements through
‘an entire period plus safety stock.

Purchased Part D is ordered in bulk quantities of
‘500 parts in order to take advantage of quantity pricing.
‘The decision to order more of Part D is based on availabil-
;ity of a new forecast, lead time, parts on order, and the
;current number of parts in stock.

i
Inventory Planning

& Although the firm assembles and ships products to

.customer order, parts are fabricated to inventory require-

}ments. From the forecast and lead time for each part, the

model caiculates the minimum stock level, the reorder point,

i

iand the reorder quantity. This information is used in the

|

inventory control function to maintain the inventory of
iparts at a minimum level and yet service the customer. In

;addition, the inventory control function adjusts the order

|

\
\
l
|
|
|
|

i
|
|

i

i
(- e e
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quantity for scrap allowance.

Scheduling

In the processing stage, the shipping requirements
are used once each week to generate a scheduled load. The
lrequirements are first adjusted for parts produced since

the beginning of the planning cycle, and are then extended

!in accordance with the work content (standard processing

The available work force is then assigned to each operation

j(part to be processed on a facility) in proportion to the

computed work loads and subject to the physical limitations

set by the facility capacities.

; Existing setups are not considered in arriving at
|

ithe scheduling decision. The implementation of the deci-
|
|
iwhich they are currently engaged before moving to a new

sion permits reagsigned men to complete the operation on

‘assignment.
l In the assembly stage, the assignment procedure is

‘identical except that there are no facility constraints to

| ,
‘be observed. Idle men are transferred to the alternate

i

]product unless idleness 1s observed for both products.
I
i
: Environment System

The interactions between the firm and its environ-

'
i

ment within the model are limited. This is far from a

time) remaining in the period for each production operation.
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practical situation where many environmental influences
such as governmental, social, economic, and competition to
a large degree restrain the performance of the business.
However, the experimenter must define the boundaries of the
'system to be studied. Boundaries include or limit the area
of feasible study which, for this model, have been defined

as:

Customer orders.--Orders are the demand input to

;the physical system. The properties of an order are: it !

|
|
lis for a single product; it is held within the system until

'filled; it specifies the quantity (number of units) re-

Product shipments.--Shipments are an output of the

:physical system, No partical shipments are made. Orders |

Eare shipped as soon as completed. ;
| |
' Purchase orders.--A purchase order is an output of

ithe information system. Each order is for a single raw |
material or purchased part, specifying the quantity of mate-

i |
‘rial or parts desired. :

Receipt of material and parts.--The raw material

}and purchased part are inputs to the physicél system. The
.environment Iimposes a delay (1ead time) upon the fi1lling

of purchase orders. At the end of this delay, the materiali

'

Lo e .. _— - i
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or part is entered into the physical system where it is in- |
|

Espected for defective material or parts. The defectives

|
iare removed and the remaining material or parts are entered

'"into their respective inventories,

| The Selection of Parameters
A model of a firm has two interfaces: (1) one with

éits environment, and (2) one with the experimenter (the

|
systems planner). The experimenter exerts control over the:
; \

| e
:;Hm;ﬁﬁagngy‘setting parameters for the physical system, !
: . i
‘the information system, and the environment. He is also ’

ifree to independently set the cost elements (e.g., labor
‘rates, material prices, product prices)_of the accounting
!structure, which govern the level of financial results.

'The major controllable variables of the model are summa-
rized in Table 2. For stochastic variables the parameters
iare in the form of probability distributions. é
; In addition to direct variation of system parame- i
:ters, the experimenter may introduce more basic changes. ‘
gDecision rules can be modified or entirely replaced with- |

|
out disturbing other parts of the model. It is also possi-

! i
:ble, though not quite as straight-forward, to modify the

|
structure of the physical system. For example, the flow of -
' H

%parts in the processing stage could be changed, or the

i

|
material usage specifications could be altered.

| |
L ]



TABLE 2

PARAMETERS CONTROLLED BY THE EXPERIMENTER

Subsystem Parameter Stochastic
Physical Setup times Yes
Processing times Yes
Assembly times Yes
Rejection rates Yes
Size of work force No
Facility capacities No
Information Input transmission delay Yes
Command delays Yes
Length of planning
period No
Forecasting smoothing
constant No
Backlog distribution
constant No
Processing lead time No
Assembly lead time No
Inventory safety stock No
Direct labor standards No
Scrap allowance No
Environment Purchase order lead
time Yes
Customer order arrival
rate : Yes
Customer order quantity Yes

56
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In the analysis of an information system, the param—
eters that are of concern are those which have been chosen
to be modified to measure their effect on the model. The |
iactual numerical values of both the parameters and the meas-
[ures of performance are relatively unimportant since the !
lconcern is not with absolute values (simulation is a prob-
abilistic technique), but rather the concern is with the

change that occurs from one simulation run to another.




CHAPTER V

SIMULATION COF THE HYPOTHETICAL MODEL

In simulation, the experimental approach that is
chosen depends entirely upon what one desires to learn
about the model. It is possible to vary the parameters of
the information processing system in order to evaluate the
relative worth of a spectrum of data processing capabili-
ties; or evaluate alternative decision processes. Alter-
natively, one can vary the parameters of the physical sys-

tem to suggest the range of industry characteristics for

which a given information handling capability is worth
‘while. As in all simulation weork, a systematic approach
!to experimentation is desirable. In particular, statisti-
cally designed experiments offer the best prospect of
!achieving soundly based conclusilons at minimum cost in

computer time.

| For this study it is assumed that the systems plan-
%ner is analysing a proposed improvement (the procurement
;of additional or new data processing equipment) in the in-

iformation system. Essentially, the question to be answered

|

;is whether the anticipated change would significantly
i

'
1
'

| 58
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improve the performance of the business. If a significant !
improvement in performance is indicated, it is then neces- 1
sary to compare the cost of the proposed change against theg
predicted performance.

The final evaluvation of the results from simulation
is a management function. Such a management decision would
necessarily include their evaluation of outside factors
(largely environmental) as well as the simulated improve-
ment in service to the customer, control of facilities and
resources, and cost of operation. However, the knowledge
gained by the systems planner from the simulation study
would provide a sound base for management's decision.

To demonstrate the technlque of ana1y21ng an. infor-

imation system through simulation, actual 51mu1at10n of the l
R SN — e e e s At |

manufacturlng model was accompllshed by the use of the IBM

e - .

'General Purpose Systems Slmulator The model as descrlbed
in the simulator language is shown in Appendix A. It is

indicated from the detail necessary to describe the rela- |

tively simple model that the systems planner must intimate-

1
|1y know the business system to model it. Output from the

|

|
|
‘simulation has not been included as part of this thesis !
|
|

idue to the large volume and lack of a readible format. }

! Simulation of the manufacturing model was accom-

I

‘plished in two runs. The output from the first run repre-
' sents the performance of the existing information system

|

L. .. _. I
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while the output from the second run represents that of

the proposed system.

The Information Parameters
The two simulation runs are based on manipulating
| two aspects of the information system; (1) the length of

the planning cycle together with a related implementation

delay; and (2) the magnitude of information transmission

The model contains a series of decision rule algo-

l
Irithms beginning with the generation of a demand forecast
!and continuing on through material planning, inventory

planning, and scheduling. These algorithms are applied

!
|
|
|
‘periodically and new plans and schedules are generated

'pased on the sensing of new demand information as well as
!the performance information of the physical system. These

|
!algorithms closely parallel typical planning and scheduling

sequences in a real manufacturing firm.

TABLE 3

FORECASTING CYCLES

Characteristic Run 1 ‘Run 2

Length of period 4 weeks 2 weeks
Implementation delay 5 days 3 days !

| Table 3 shows the characteristics of the two

Lo o o
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fforecasting cycles used in the two simulation runs. The
[slow cycle (Run 1) corresponds to every-four-weeks, and the
'fast cycle (Run 2) to every-two-weeks forecasting and plan-
|

ining. The implementation delay (output transmission delay)

!represents the time lags between the availability of the

|

}new forecast information and actually putting the plan into

;action.
{ The second aspect of The information system chosen

for manipulation was that of information time lags (input

ltransmission delay). The information system senses through

|
more or less distorted images. A principal distorting in-

|
‘ |
fluence 1s that of information delays. For example, it may

be necessary to write today's purchase orders based on last

week's inventory figures.

TABLE 4

INFORMATION DELAYS

j Information category Run 1 Run 2

| Incoming orders for products 5 days

‘ Product shipments

! Raw material receipts

| Raw material into process

; Finished parts movement into

j inventory

' Finished parts movement into
assembly

w no W o

Two sets of such delays were used in the simulation

iruns as indicated in Table 4. In the first run, incoming

|

L. e -
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|orders and shipping and receiving status are sensed through
;a one-week time lag. The in-plant movements are sensed
;through a two- and three-day delay as shown. In the second
run, the one-week delay for incoming orders is reduced to

;two days. The in-plant delays are reduced to one day.

Thus, 1t can be seen that the second simulation run

frepresents a major improvement in the delays of the infor-
mation system. On the surface,_one would expect a corre- i
‘sponding improvement in the over-all performance of the l
'firm. The actual improvement 1s predicted from the output !

of the simulation runs. i

Varying the Demand Pattern

The activity which initiates the internal function—?
ing of the model is the stream of incoming orders for the
two products. Thilis demand pattern provides the means for
éloading and testing the management control capabilities of |
;the model. One of the prime functions of management is, ini
;a broad sense, to respond in an effective way to the demand;
pattern. As previously noted, the purpose of this study is;
;to determine whether significant differences in performancei
Ewould result from changes in selected parameters of the in—;
Eformation system. In order to amplify any such differencesﬁ
ia severe response requirement is placed on the model by the%
idemand pattern. This 1s accomplished by imposing an abrupté

‘change in the product demand levels. i

. L I
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The initial demand level for Product 1 is estab-

for Product 2, fifty-five units per week. At the end of

the first four weeks of simulated operation, Product 1 de-

while Product 2 demand is dropped to nineteen per week.
The demands are left at these levels for the remainder of
the run.

The model 1s initialized by providing an initial

stock of raw materilials and finished parts and simulating

]the operation of the firm for several weeks. This allows
l
ithe model to adjust itself to the parameters in use.
|

|ing "historical" demand levels which reflect the initial

The forecasting function is initialized by provid-

ldemand mix. The effect of the initializing is to put the

|
!model in a condition of having operated for an extended
fperiod of time at the initial demand mix and of having no

[

'expectation the levels would change.

! The abrupt change in the demand mix presents three
|

major problems:

l L. The nature of the change in demand must be

assessed and extrapolated in the form of new

|
!

! 2. Raw material orders must be initiated to re-

forecasts.

balance the raw material inventory to meet

|1ished at the average rate of sevénteen units per week, and
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the new demand mix,.

3.. Manpower assignments in the facilities must
be shifted in order to supply the finished
parts inventory with the new mix of finished
parts for assembly. |

It seems apparent that the logistics of Product 1

present a more critical problem than those of Product 2.
At the time of abrupt change in demand levels, the supply
of stocks necessary to support Product 1 is effectively
tripled whereas the supply of stocks necessary to support

Product 2 is reduced to about a third.

The Accounting Parameters

. The output from the model results in a very com-
plete set of data describing the behavior of the physical
system during the course of the simulation. At the end of
each weekly reporting cycle, all pertinent physical data
are produced including manpower distribution, facility

gueues, order backlogs, and product shipments.

i The parameters of the accounting framework include

la set of standard costs for the evaluation of finished pro-.

l
'ducts and all raw material and in-process inventories. The

i
ivalues of the accounting parameters selected for the sim-

x
I
|
|
i
!
|
ulation runs are shown in Table 5. |

At the end of the weekly reporting cycle, the per-

|
1
|
. |
itinent physical rates and levelg are reported for use in §
|

Lo - R
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TABLE 5
ACCOUNTING PARAMETERS
i
| |
Category ‘ Detail Value
'Product selling  Product 1 $250
prices Product 2 375
Raw material Raw Material 1 $ 25
costs Raw Material 2 40
Purchased part Part D $ 1
cost
Direct labor Wage rate $3.00/hr.
standards Standard hours
Facility 1, Part A 5 hrs.
Facility 1, Part B 4 hrs.
FPacility 2, Part A 10 hrs.
Facility 3, Part C 1 hr.
Facility 4, Part B 2 hrs.
Facility 4, Part C 3 hrs.
Standard burden  Burden rate 70%
i Fixed costs Depreciation charge $4,000/mo.
| Selling and admin. 5,000,/mo.
creating a financial statement. For the two simulation
runs, only the profit and loss statement has been prepared

|
[for graphical presentation. Other accounting reports (cash

|
|

1
|
|
\
flow, balance sheet) could readily be prepared for manage- J
| |
Jment*s analysis and evaluation. :
: |

|

| Table 6 ghows the form of the financial statement

iused to produce weekly profit and loss statements from the

| output of the two simulation runs. Accounting statements

fare not readily produced as direct output from the simula-
{

L. . - —




TABLE 6
THE FINANCIAL STATEMENT

Manufacturing expense statement

Raw material purchased.....eeeseess. $ xxxX

Purchased part expense.....e... ce s e XXXX
Direct 1abor eXpPenSC.ceescececccssss XXXX
Indirect exXpPeNsSe.c.ieceieoceccaces ceee XXXX
Depreciation....... cecserseesssee e XXXX

T OLAL EXDEISC e s v eeeeeesonsnsesosneensss PXXXXXK

Deduct inventory changes
Change in raw material inventory.... $ xxxx

Change in in-process inventory...... XXXX
Change in finished parts inventory.. XXXX
Change in assembly inventory..... PP XXXX

Net change in inventories....ceeecee.. . XXXXX

COSt Of gOOdS sold.....‘.‘......‘.l.l.llQ'$XXXXX

Income statement

Sales.'... ..... .‘......O.Q“-CQII..,...Q..$XXXXX
Deduct: '

Standard cost of goods s0ld...... $ xxxx

Manufacturing cost varlanCe...... XXX

Cost of goods S01ld.eeeeeceeeens e e aeenaen XXKXXX
Gross profit on s@leS .. eececeeees ceeceaeas XXXXX

Less selling and admin., €XPeNSC.ieaesees. XXXXX

Net profit/loss on operations............. $xxxHX

66




tor due to the lack of report generating capability.
Results of the Simulation Runs

ures of the performance of an operating firm and that the

hypothetical model is only for illustration purposes, a few

of the more important measures have been chosen to be pre-

sented. These are shown in graphical form.

Physical Performance

One of the more direct indications of the response
of the physical system to the variation in product demand
{is shown by a comparison of the actual shipments of the
finished products with their demand pattern. Figures 5 and
6 show the comparisons for Runs 1 and 2, respectively. The
product demand patterns are shown as distributions with
average demand and assoclated limits. The distributions
appear skewed which can be attributed to the wvariation of
the number of units per customer order.

In both runs the form of the shipment curves are
quite similar. In the fifth week, when the abrupt change

in demand pattern is applied, shipments for Product 1 re-
t

spond rapidly to the increased demand level. This rapid

iresponse reflects the fact that for this firm assembly is
|

1
|done on a "to-order" basis. However, the response level

écannot be maintained due to the depletion of finished parts

Due to the fact that there are many possible meas- |

- | | |
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and raw material inventory which is pointed out in subse-
quent graphs. <Shipments build up agaig after the eighth
and ninth weeks as the forecasting and planning decision
rules adjust to the new demand levels.

The pattern of Product 2 shipments reflect the eas-
iier response problem posed by the decrease in its demand.
Product 1 shipments in Run 2 indicate a faster re-
sponse to the change in demand which is reflected by a
significant difference between Product 1 backlogs of Runs
1 and 2. Figures 7 and 8 display the backlogs for Products
1 and 2 as created in Runs 1 and 2. These indicate the
relationship between the demand and the shipping patterns.
The backlog, unfilled orders, for Run 1 show a
rather stable pattern for the four week period before the
change in demand levels. At the end of the fifth week, an
abrupt rise in unfilled orders for Product 1 is started and

continues until the thirteenth week. At that time the |

backlog begins to decrease, In contrast, the backlog for
Product 2 decreases until it levels off at about ten units

iwhich represents a near minimum level for the assembly time

built in the model. Essentially the same curves are ob-

é
[
gerved in Run 2 with the exception that the backlog for :

Product 1 levels off sooner indicating a more rapid response
|
| to changing demand.

|
i
i |
[ For a manufacturing firm of the type represented, |
‘ |

L S
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one of the best single measurements of performance is that
of customer order cycle time, i.e., time from receipt of an
order to the shipment of the order. Figures 9 and 10 show
in histogram form the order cycle times for the 16-week
iperiod of simulation of Both runs. In Run 1, the average
cycle time for Product 1 is 13.4 days. The distribution,
however, is a bimodal one with the left poftion represent-
ing delivery performance during the first four weeks. The
right portion, with an average of about 17 days, represents
the performance after the change in demand pattern occurred.
Such a distribution reflects the deterioration in delivery
performance that is related to the increasing backlog level.
If one were to plot the average delivery time for each week,
a significant trend to the right (longer delivery) would be
iobserved. In contrast, the average order cycle time for
Product 2 is 5.2 days which represents close o maximum de-
livery performance for the assembly processing and material
moving times specified in the model.

In Run 2, Figure 10, the histograms for both Prod-
lucts are quite similar to Run 1 except that the bimodal

distribution for Product 1 is not as distinct. The average

lcycle time for Product 1 is 12.1 days and 4.4 days for

iProduct 2 which represents a significant improvement over
?the cycle times of Run 1.

The explanation for the decline in Product 1

i
L. : _ -
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FIGURE 10
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shipments (after responding to the demand change) can be
found by observing the finished parts and raw material in-
ventories as shown in Figures 11, 12, 13, and 14. During
Run 1, as shown in Figure 11, the inventory of Part A is
rapidly reduced to zero after the fourth week when the de-
mand change is applied. The increase in demand level for
Product 1 effectively triples the consumption of Part A,
The impact of such "stock-outage'" is to reduce shipments of
Product 1 (see Figure 5) and increase the backlog (see
Figure 7). Part B inventory remains stable since a signif-
[icant change has not taken place in the demand for this
part. Part C inventory rapidly increases after the fourth
week due to the greatly reduced demand level for Product 2,
Part D, which is ordered in bulk quantities, exhibits an
inventory pattern typical of parts purchased in fixed
!amounts.

During Run 2, as shown 1In Figure 12, the invento-

ception of Parts A and C. The higher inventory level for

|
‘Part A and the lower inventory level for Part C reflect the

|

fbetter control response of the information system for the

lries follow much the same pattern as in Run 1 with the ex-
|
|

!Seoond run., In other words, the more rapid recovery of

iPart A inventory during Run 2 provides a significant im-~-
;provement in Product 1 shipments while the more rapid ad-

|
'justment to Part C demand reduces the inventory level and
|

i
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associated cost.

A second factor which hinders the shipments of Prod-
uct 1 during Run 1 is the depletion of Raw Material 1 in
the sixth and seventh weeks, as shown in Figure 13. The
leffect of exhausting Tthe raw material inventory is to
starve the facilities of work with resulting idle manpower,
reduce the inventory of Part A to zero and starve the
assembly area of work, and build up the backlog for Product
1 due to the inability to meet the demand. This is reflect-
ed in the very poor shipping performance for Product 1 in
the eighth and ninth weeks (see Figure 5). The material
outage causes substantial idleness of manpower with the re-
sult that manpower utilization for the run is 63%.

Raw Material 2 inventory builds up rapidly after
'the elighth week when a large shipment of material is deliv-
ered. The inventory level remains excessive thru the re-
mainder of the run with two additional deliveries of mate-

lr'ial. The receipt of material is easily identified by the

peaks in the inventory level.
j During Run 2, see Figure 14, Raw Material 1 inven-

tory dropped to its lowest level in the seventh week, but i

1

‘1t did not reach zero as in Run 1. This provided a much

!better performance in terms of manpower utilization, 79%
Eduring the run, and in terms of Product 1 shipments (see

EFigure 6) which did not drop as severely as in Run 1. Raw

'
5
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llevel is significantly lower.

‘Economilc Performance

|
] .The outputs from the simulation runs discussed thus

|
far represent only selected measures of performance out of

|

Ithe many possible from the simulator program. These serve
|
;to illustrate the very comprehensive picture of the physi-

lIn addition to the weekly values, data on manpower utiliza-

!tion and customer order cycle time were discussed. None of

|
.these data provide a direct economic evaluation of the in-

‘formation system as i1t controls the performance of the

i

physical system. It is necessary to refer to the account-

ing framework in order to provide this type of data.

|
tance of the firm for the two simulation runs. During the
!

sixteen weeks of simulation for Run 1, the firm incurred

!aﬁ operating loss of $29,200. Such a loss can be attrib-
uted in large to the inadequate control of inventories,

iboth raw material and finished parts. Excessive invento-
lries in raw material (see Raw Material 2 in Figure 13) and

;in finished parts (see Part C in Figure 11) greatly in-

Material 2 inventory becomes excessive as in Run 1, but the

lcal behavior of the firm which is available from the model.

Figures 15 and 16 show the profit and loss perform-

‘creased the operating costs during the run. Inadequate in-

ventories in raw material (see Raw Material 1 in Figure 13)

'and finished parts (see Part A in Figure 11) curtailed
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;product shipments and associated income as well as decreas—;
ied the manpower utilization.

The financial performance realized in Run 2, as
ishown in Figure 16, reduced the operating loss to $8,000.
:Again, inadequate control of the inventories largely con-

'tributed to the loss.
!

;Summary of Results

The results of the simulation runs indicate very

;significant improvements in both the physical and economic
| |
iperformance of the model. Although the change in the in-
I

formation system parameters from Run 1 to Run 2 appeared

Emajor on the surface, simulation of the model made it pos-

sible to "actually" measure the interactions between the

Esubsystems of the firm and predict its performance.

, It should be pointed out that the only parameter
i .
‘change between Runs 1 and 2 was in the planning cycle with

!

ra two-week cycle being substituted for the slower four-week:
i

!cycle and in the information time lags. The forecasting

5technique remained the same as did all the ofher decision
}

Erules. The demand pattern was essentially identical for

éboth runs, and thus 1t presented the same hazards and op-

1

‘portunities. The management in Run 2 was no more "intel-

Eligent“ (the decision rules were unchanged), but was simply:
[ ;
made more effective through the improved response capabil-

iity permitted by the shorter planning cycle and time lags. |
|

O — |
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|

|

i As stated previously, the purpose of the simulation
| A :

gstudy is to analyze and evaluate a proposed change or im-

| _
fprovement in the information system of the firm. For the

‘accounting parameters employed, it 1s indicated that the

|
economic value of the change from a four-week to a two—week!

iplanning cycle is of the order of $21,200 (the reduction in
iloss from Run 1 to Run 2). In addition, the somewhat in-

itangible benefit of improved customer service (order cycle

?time) was realized. These results provide the basis for
sound management evaluation of the proposed changes in the
information system. i
However, i1t must be cautioned that outputs from a I
simulation study cannot necessarily be accepted on "face
lValue." Since there exists stochastic "noise" (variations)
Iin simulation results, statistical significance must be
tested by introducing different random numbers in repeat

runs. The variations in performance between repeat runs |

!
establish the level of confidence that one can place in the !

!
predictive quality of the model. Statistical significance

was not established in this study.

l The results also indicate that further improvements!

iin performance could be realized by changing some decision }
|
'rules. The act of processing data faster has a limited l

!effect on the performance of the firm, and further improve—f

ments must come from how the data are used.

|
|
IL o
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?decisions in today's dynamic market is well established.

iThe importance of a management information system to meet
zthis need only recently has come to be recognized.

i The complex task of developing an integrated man-

:agement information system poses a major problem for top

CHAPTER VI

SUMMARY AND CONCLUSIONS

Summary

Management's need for information to make effective

|

L3 3 . ‘

management. A survey of companies with extensive computer |
|

experience has indicated that the basic requirement for

,achieving a successful computer-based information system is -

fmore heavily dependent on executive leadership than any

iother factor‘.1

The conflicting interests of individual

?top management provide the over-all direction (also author-

|
1
(functional areas within a business make it imperative that |
[
!
i

'ity) to the implementation of the information system that

[

'must necessarily cross the boundaries of all functional

'units.

Historically,

a business enterprise has been

1McKinsey & Company, Inc., Getting the Most Out of
'Your Computer, a brochure, p. 13.

\
)
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Eregarded as a composite of various specialized "functions"
where the whole was considered to be nothing more than the |
ésum of these functional parts. Today, however, it is gen- ;
Eerally recognized that the corporate whole is something %
%more than the sum of the barts. It is the corporate objec—?
itives that establish the over-all goals for all functioné. |
'The need for functional specialists is not dimished. No
:one person can possibly know all there is to know about any?
;Single business function much less all the functions of 1
fa business.

The basic problem confronting management today is
fto find some effective means of transmitting specialized
;functional knowledge and functional contributions into the
general direction that will produce profitable over-all re—:
ésults. This is a problem of integration. Achieving a trueé
{integration is not an easy task, for it is necessary to
édevelop some effective means of measuring and controlling
ithe decision-making activities of a complex assortment of
ggroups of variously motivated individuals that make up a
medern business firm.

f It 1s possible to integrate the functional knowl-
gedge and functional contribution of the wvarious levéls of
management in accordance with their individual responsi-

;bility requirements by means of a compact body of manage-

iment intelligence as the output of an integrated management;

' |
| i
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information system. However, little progress has been made
in the development of a compact body of management intelli-
gence. Almost without exception, companies have focused
their attention solely on cost reduction for individual
applications. Data processing equipment has, generally,
been used as a substitute for clerical paperwork operations.
Few companies have undertaken a dynamic analysis of the en-
tire management structure to determine the decision-making
interrelationships of its various components and their in-
formation requirements.

As a result, the information flowing to the various
levels of management in most companies today does not meet
management's needs. The "information" made available is
usually a conglomerate of usgable and unusable data which
complicates rather than simplifies the decision-making task.
The tendency has been, and continues to be, to increase the
flow of information rather than to refine 1t through the

establishment of the necessary decision criteria. The

‘basic question of "what real worth is information" is not

answered. |

Data processing has made a major impact on the or-

I
i
lganizational structure of many companies. The specialized

|
icharacteristics of a cross functional service and a large

rdollar investment in equipment has led to the creation of

:new positions in the organization structure. Typically,

L | -
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fthe responsibility for the data processing function has ;
'risen in importance within the organizational structure of ;
ibusiness firms until recently a new‘kind of corporate staffi
iconcerned exclusively with systems planning has emerged. ‘
%This staff position is concerned with the design and oper- i
jation of the management information systems of which the
Edata processing function is an integral part. Systems PlanJ
ning and Management Services are names often used to de-
.scribe this new corporate position.

With the development and growth of the data proc-
essing function, it can be noted that the planning, anal-
;ysis, and design of management systems have substantially
:broadened in scope and complexity. The successful develop-g
‘ment of a management information system in today's complex
‘business environment requires a systems planner of the high:
-est order. He must possess, with his knowledge of the
ianalytical techniques available from operations research,

;a knowledge of business structure and management which was
:held by few systems specialists until only a few years ago.
fThe development of data processing, with its subelements of:
;data acquisition, data transmission, and computer program-
;ming; operations research, with i1ts emphasis on advanced
;mathematical and analytical techniques; and other related
‘advances have created new dimensions which many systems

|
planners have found and will find beyond their capability.

'
)
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: In particﬁlar, the use of the simulation technique
és a tool of systems planning presents a most powerful ap-
ﬁroach to the design, analysis, and evaluation of managemena
ﬁnformation systems. The great potential of simulation lieS
in its use as a research tool for the study of the relationJ
%hips between the variables (subsystems) of the total busi-
ﬁess system. Unlike engineering or the physical sciences, ;
%here are no convenient laboratories for testing new ideas Q
and methods in systems planning. Experimentation directly
in an actual business operation can only cause confusion i
énd present unreliable results. The required time and cost
of testing new methods is often prohibitive. i

Computer simulation, on the other hand, provides an |
éffective and rapild means for examining complex systems’
problems, since the computer is capable of examining a year;
bf simulated activity in a matter of minutes. In addition,
data on system performance can be obtained which are un-
évailable in actual situations.

It must be pointed out that the use of simulation |
ﬁs not an easy task. ‘Detailed knowledge of all the aspects
of the business must be gained by the systems planner in :
‘order to model the business system. The development of a
model that truly reflects the real systems is a most diffi-

cult accomplishment, In addition, the actual simulation i

process is difficult to debug and achieve valid results. |
|

L e
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|

l
|
* The potential rewards from The use of simulation,
\

!
difficulties encountered in its use,.
|

'

]

‘however, are expected to far exceed the problems and the J
I

1

|

|

This study has defined a method for the analysis

‘and evaluation of some major "intangible" aspects of an in- |

}

| |
Eformation processing system in terms of 1ts contribution to

| 1
1the dynamic control of a firm as measured by the over-all |
i ‘
|

fperformance. Application of the method has been demon-

|
!
L | !
‘strated by the comparison of the results from two simula- |
l
|

;tion runs using a specific model of a hypothetical firm. i
;The feasibility of the method has been tested to the extent;
;that gelected parameter changes which are representative of
Mimproved" information processing have been reflected in

‘signifiicant improvements in both physical and economic per—;

formance of the modeled firm.

Conclusions

! Progress has been made in the development of inte-
|

grated management information system. Experience to date

|
rindicates that such progress has been and will be a slow

Eevolution of management understanding and development of

inew techniques.2
|

The development of management information systems

i 2James D, Gallagher, Management Information Systemsf
.and the Computer (New York: American Management Assn., ‘
ilgbl):-p- 50- |

\
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r
[should profoundly affect the content of managerial jobs,
!

as decision-making responsibilities are redefined. It is

|
jexpected that decision-making functions will be improved

!throUghout the business organization, with the earliest and
i ;
greatest progress in the lower and middle levels--the areas|

iwhere computer programs can be the most effective. Ulti-

l
mately, both the number and content of middle management

gjobs should be affected, particularly in the area of plan-
F ‘
'ning. If machine tools can be better loaded by a computer E

iprogram than the manager, then production scheduling deci-

{sions of this nature will no longer be a normal part of the
;manager's job. |
Another far-reaching impact of the management in-
;formation system should involve the time span of executive
‘declsions. It is indicated that there will be increased

responsiveness to internal and external change. Top execu- |
i
|
|

Itives will be aware of changes more quickly and will be in

a position to react far more rapidly. Also, they should be
ibetterlable to look further into the future. Thelr abilityi
|
to forecast more accurately and to explore alternatives !

|

:with greater precision should permit longer term planning
| ' ’

1

‘and decision-making.
: The systems planning activity can be expected, in
ithe future, to assume an increasingly important organiza-

i . . . .
‘tional role in most companies. The technical requirements
|

|- e ——— R
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|placed on the systems planning function should create con-
isiderable demand for the talents of the systems planner.

|
iSuch people will be hard to find, hard to train, and some-

ftimes very hard to keep.

|

i Modeling and simulation techniques should become

\
T
fincreasingly important as tools of the systems planner. J
;They can provide a method for bringing order and predict- 1
!ability out of a seeming chaos of multiple variables. To- 1
|
i
|

i
b

;gether, they offer the ability of gaining experience about
}real—life business systems without paying the penalities
;associated with real-life errors.

Simulation results such as described in this study,
together with the current rapid rate of development in
imodeling and simulation techniques, serve to strengthen !
the author's belief that the analysis and evaluation of
;management information systems by simulation shows signif-
‘icant promise for eventual extension to useful evaluation

|
I
| |
jof real systems.
; The major effect of a management information system%
i .
T
\
|
1

ion management functions should be to facilitate the deci-
?sion making process. This would be accomplished by giving
Ethe manager accurate and timely information with which to
Emeasure more precisely the economic and operational conse-
!quenoes of a decision., The manager's Jjudgment, and the

Eresponsibility for the consequences, most likely will not |
]

S e
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.|be transferred to a data-processing system, at least not

?in the foreseeable future.

‘pected impact of "information technology" on management as

To conclude, Peter F. Drucker has summed up the ex-

fwell as it might be stated:

I
i
|
|
!
l
i
|
|

.
i

b

!
t
f
!

i1959), Tp. 60-01.

In dealing with their new tasks, the managers of
the 1960's will, to a large extent, have to employ
the same tools they are using today. But managers
will also find, increasingly, that they are expected
to know, understand, and handle new concepts and
tools of management. Increasingly, they will find
that they are expected to use systematic methods
of analysis and decision making, supplemented by
new tools of communication, computation and
presentation.

Executives can safely disregard all the faciful
talk about the computer "replacing managers' and
"making decisions." Manager's work, it can be said
with confidence, is going To become more important
and their numbers larger. But the "management sci-
ences' --such as operations resarch or decision-
making logic--and the new electronic tools and sys-
tems are going to make a difference, even to the
manager in the small business.

And the manager of 1970 will need all the help
he can get from such concepts and tools. For his
job is going to be so complex, so big, so demanding
as to require all the tools of simplification and
systematization that can possibly be obtained.

' 3Peter F. Drucker, "The Next Decade in Management,'
Dun's Review and Modern Industry, LXXIV, No. 6 (December,

—
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APPENDIX A

THE MANUFACTURING MODEL AS DESCRIBED IN
IBM GENERAL PURPOSE SYSTEMS SIMULATOR
LANGUAGE
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